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ABSTRACT 
Sentiment analysis refers to the inference of people’s views, positions and attitudes in their written or spoken te ts. 
We Present Context Based Fuzzy Linguistic Hedges, a novel approach for sentiment analysis which has proven 
effective both for regular texts and texts with a high degree of noise. We have proposed novel function that 
emulate the effect of different linguistic hedges by using fuzzy function and incorporated them in the sentiment 
classification task. Our paper using SentiWordNet Tool for determining the initial sentiment value. 
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1. Introduction
Sentiment analysis refers to the inference of

people’s views, positions and attitudes in their written 
or spoken te ts. Before the coining of the term, the field 
was studied under names such as subjectivity [1], point 
of view [2] and opinion mining [3]. Nowadays, the 
field is rapidly evolving due to the rise of new 
platforms such as blogs, social media and user-
generated reviews [4]. entiment analysis is considered a 
challenging natural language processing (NLP) 
problem [5]. We Present Context Based Fuzzy 
Linguistic Hedges, a novel approach for sentiment 
analysis which has proven effective both for regular 
texts and texts with a high degree of noise. We have 
proposed novel function that emulate the effect of 
different linguistic hedges by using fuzzy function and 
incorporated them in the sentiment classification task. 

2. Sentiment Analysis
Sentiment Analysis can be considered a

classification process as illustrated in Fig. 1 [6]. 

Fig 1. Sentiment Analysis Process 

3. Fuzzy Linguistic Hedges
Due to its high commercial importance, mining

and summarizing of user reviews are a widely studied 
application. The two main tasks involved in opinion 
mining regardless of the application are (1) 
identiacation of opinion-bearing phrases/sentences 
from free text and (2) tagging the sentiment polarity of 
opinionated phrases. The descriptors such as adjectives 
or adverbs describing the features present in an opinion 
sentence mainly indicate the polarity of the expressed 
opinion. However, the strength and polarity of the 
opinionated phrases are also affected by the presence of 
linguistic hedges such as modifiers (e.g., “not”), 

concentrators (e.g., “very,” “e tremely”), and dilators 
(e.g., “quite,” “almost,” and “nearly”). Zadeh 
developed the concept of fuzzy linguistic variables and 
linguistic hedges that modify the meaning and intensity 
of their operands [7, 8]. Recent papers in this aeld have 
also pointed out that the task of opinion mining is 
sensitive to such hedges and taking the effect of 
linguistic hedges into consideration can improve the 
efficiency of the sentiment classiacation task [9, 10, 
11].  

4. Context Based Fuzzy Linguistic Hedges
This process can be best explained using an

example. Let us consider a sentence that appears in a 
paragraph of a transcribed call that was tagged as 
negative: ‘‘I’m always confused when I get my bill. I 
can’t find... I have problems with things there’’. Every 
sentences or word may have a positive or negative 
meaning. The adjective “unpredictable” may have a 
negative sentiment in a car review as in “unpredictable 
steering”, but it could have a positive sentiment in a 
movie review as in “unpredictable plot”. So we must 
use contex based in determining positive or negative 
statement. We classify a new user review based on its 
fuzzy sentiment score whose computation requires 
three steps: (1) extract features, associated descriptors, 
and hedges from the review based on FOLH table 
lookup, (2) identify the polarity and initial value of the 
feature descriptors based on SentiWordNet score, and 
(3) calculate overall sentiment score using fuzzy
functions to incorporate the effect of linguistic hedges.
As discussed earlier, we consider the SentiWordNet
score of a feature descriptor as its initial fuzzy score . If
the descriptor has a preceding hedge, its modified fuzzy
score is calculated using:

............................(1) 
Similar to Zadeh’s proposition [10], if the hedge is a 
concentrator, we choose  which gives us modiaed fuzzy 
concentrator score as indicated in (2), while if the 
hedge is a dilator we choose  which gives us modiaed 
fuzzy dilator score as indicated in (3) 

...........................(2) 

........................(3) 
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Let  and  indicate the initial sentiment values of a 
feature descriptor which are to be modified using the 
proposed functions for fuzzy linguistic hedges. From 
Property 1 it becomes clear that both the concentrator 
and dilator fuzzy functions are strictly increasing in the 
interval. Moreover, as indicated by Property 2, the 
dilator function decreases the value of the input 
sentiment variable while the concentrator function 
increases its value. Property 3 indicates that even a3er 
applying the fuzzy functions the output value  remains 
in the normalized range of [0,1]. 
Let  represent the complete feature set of a product. 
Suppose that a user review has comments on a subset 
of the feature set. Further, let H represent the subset of 
which is preceded by concentrator or dilator linguistic 
hedges, while  represents the subset of  not preceded by 
these hedges. 
Now, the average fuzzy sentiment score is calculated as 
shown in [4]. 

...............(4) 

The Value of BN Calculating using: 

.......................................(5) 

Once the value of  BN is computed, the opinion class 
can be determined using the following rule set: 

5. Implementation of Context Based Fuzzy
Linguistic Hedges

Example: 
I’m always confused when I get my bill. I can’t find... I 
have problems with things there 

Initial sentiment value are determinng using the 
SentiWordNet Tool 
- Confused initial sentiment value for negative is

0.00065 and for positive is 0.000041
- My Bill initial sentiment value for negative is

0.0013 and for positive is 0..00048
- Problems initial sentiment value for negative is

0.00055 and for positive is 0.00038

for Positive Statement the value of Bavg that can be 
counted (without contentrator or dilator): 
assume that Polarity positive statement is 1 dan -1 for 
negative statement 

For Negative Statement 
Bavg = (-1 x 0.00065 + -1 x 0.0013 + -1 x 0.00055) / 3 
= -0.000833 

For positive statement 
Bavg = (1 x 0.000041 + 1 x 0.00048 + 1 x 0.00038) / 3 
= 0.00030033 

Because of the value of Negative Statement is greater 
than positive statement, the meaning is in the negative 
statement. 

We will give another examples that using Fuzzy 
Linguistic Hedge. There are a statement: 
““The call quality is e tremely good and navigation is 
comfortable but the body is somewhat fragile.” 

According to that statement, Table 1 show us the partial 
feature orientation table with linguistic hedges for 
smartphone products 

Table 1. The partial feature orientation table with 
linguistic hedges for smartphone products 

In the above sentence, [.n] indicates noun, [.a] 
indicates adjective, and [.v] indicates verb. [us, “call 
quality” can be interpreted as a noun feature which is 
described by the adjective descriptor “good.” 
Similarly, “navigation” and “body” are features 
described by the descriptors “comfortable” and 
“fragile,” respectively. Moreover, the descriptor 
“good” is preceded by the concentrator hedge 
“extremely” and the descriptor “fragile” is preceded by 
the dilator hedge “somewhat,” while the descriptor 
“comf or tabl e” has no preceding hedge in this 
particular review sentence. 

Let us revisit the smartphone review sentence “The 
body is fragile.”

the SentiWordNet score for adjective “fragile” (as used 
to describe body in the smartphone review sentence) is 
given by the triplet (P: 0, O: 0.375, and N: 0.625) 
which indicates its positive, objective, and negative 
score. Since the negative sentiment value is highest in 
the triplet, “fragile” is assigned a polarity of “-1” that 
indicates negative orientation and an initial sentiment 
intensity value “0.625” which is used in the ne t phase. 
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the initial sentiment score for the descriptor “fragile”
obtained using SentiWordNet is μ(s) = 0.625. If this 
descriptor is preceded by a concentrator linguistic 
hedge, for example, “very fragile,” then its modified 
fuzzy score is obtained using (2) as Fc(μ(s)) = 0.893. 
Similarly, if this descriptor is preceded by a dilator 
linguistic hedge, for example, “somewhat fragile,” 
then its modiaed fuzzy score is obtained using (3) as 
Fd(μ(s)) = 0.3876. 
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Karekan βN >0,25 dan βN >0,3 maka termasuk ke dalam 
kategori negative

6. Discussion
Our new approach can be determining the

sentiment in the sentence. For the future, we would like 
to build an enhanced opinion mining system that 
calculates the weight of an opinion bye establishing its 
authenticity. 

6. Conclusions
The conclusion that can be drawn from this study

are as follows. 
1. The sentiment analysis must be adapted to the

context that the sentence is using. It is because
different context can make the meaning of the
sentence become different.

2. The proposed functions for emulating fuzzy
linguistic hedges could be successfully incorporated
into the statement classification task.
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