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Abstract

This research focuses on the development of an automatic system for vehicle license plate
recognition using YOLOvS, EasyOCR, and CNN methods for object classification. The
main issue raised is the need for an accurate and efficient system for recognizing vehicle
license plates in real-time in dynamic environments, especially in urban areas with high
traffic levels. The method used in this study involves resizing the input image to 416x416
pixels to standardize the data, analyzing the YOLO architecture that divides the image into
a 7x7 grid, and using the Convolutional Neural Network (CNN) algorithm for feature
extraction and object classification. Object detection uses the YOLOvV8 method which is
tasked with recognizing license plates using a previously trained YOLO (pretrained model)
model then implemented and tested using video with 4k quality to ensure its effectiveness
in detecting vehicle license plate objects, followed by the Optical Character Recognition
(OCR) process with the EasyOCR method to read text on license plates and tested to
ensure its effectiveness in reading characters on license plates vehicle number. The purpose
of this research is to develop a system that can improve accuracy and efficiency in vehicle
license plate recognition. The results show that the accuracy, precision, recall and F1-Score
for object detection reach 100% and the average percentage of detected text
conformity is 74.66%, which shows that this system is reliable in real applications and
contributes to the development of automatic license plate recognition technology.

Keywords: YOLOvVS, EasyOCR, Vehicle License Plate Recognition, Convolutional
Neural Network, Object Detection

1. INTRODUCTION

In an era filled with technological developments, the mobility of motor vehicles is
becoming more and more diverse. Vehicle license plate recognition is an important
aspect of traffic surveillance and safety, especially in congested urban
environments. Vehicle identification through license plates allows for effective
traffic monitoring, tracking of vehicles involved in criminal activities, and better
law enforcement. Therefore, the development of an automatic vehicle license plate
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recognition system is important as a solution to improve efficiency and accuracy
in the vehicle identification process.

License plate recognition involves the process of reading characters from the
license plate image taken by the system automatically. This technology has been
an active subject of research in the field of computer vision and artificial
intelligence. According to [1] Vehicle license plate recognition is useful for
recognizing the identity of the vehicle. Vehicle plate detection is a technology to
identify vehicle license plates with license plate data that has been obtained
previously so that it can find data that will later be processed in the database [2].
Through this automation approach, the process of recording on vehicle license
plates can be carried out more accurately and quickly. According to [3] The process
of vehicle plate recognition as much as possible must be able to be implemented
in complex image conditions with various angles of image capture.

In recent years, there have been recent developments in vehicle license plate
recognition technology, especially in the use of more sophisticated and efficient
deep learning models. One of the most well-known models is YOLO (You Only
Look Once), which has undergone several iterations of performance
improvements, including YOLOv4 and YOLOv5. YOLOWVS is the latest iteration
of the YOLO model that promises a better level of accuracy and speed in the
detection of objects, including vehicle license plates. Meanwhile, EasyOCR is an
easy-to-use and reliable optical character recognition library. The combination of
these technologies can result in fast, accurate, and reliable systems, even in diverse
environmental conditions [4]. Therefore, the researcher is interested in exploring
and implementing an automatic vehicle license plate recognition system using
YOLOvVS8 and EasyOCR as part of the research to see how accurate YOLOvVS and
EasyOCR are in recognizing an object and number character on a vehicle plate.

Vehicle License Plate Recognition Technique Using the YOLOVS5 algorithm has
also been applied to previous research, namely research by 3. [5] In this study, it is
proven that the accuracy of vehicle license plate detection with YOLOV5 is 100%,
the result of the accuracy of letter and number recognition on vehicle license plates
is 95.83%. The accuracy of vehicle license plate recognition on opening and
closing door bars with testing from 5 classes of residential license plates is 100%
and the average computing time required to run the system is 0.287344 seconds.
[6] His tesearch showed an mAP score of 84% and an F1-Score of 80%. In the
test based on the distance between the object and the camera, the farthest object
detection can be achieved as far as 3 meters with a low confidence value of below
60% but at a distance of 2 meters the confidence value can reach above 80%.
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Based on previous research, this study was made with differences in terms of the
algorithm to be used and the library that will be used in recognizing characters on
vehicle plates, where the algorithm used from the above research is YOLOv5 and
the Tesseract OCR library while in this study using the YOLOvS algorithm and
using the EasyOCR library, then it will be analyzed how the level of accuracy
obtained by using the YOLOVS algorithm with EasyOCR will be analyzed.
Previous license plate recognition methods often faced problems such as
inaccuracy in dynamic environmental conditions, diverse camera angles, and poor
lighting. YOLOvS8 [7], the latest version of the YOLO model, improves the speed
and accuracy of object detection. Nonetheless, EasyOCR offers reliable character
recognition capabilities in difficult lighting conditions. The goal of this research is
to find a solution for automatic license plate recognition that can be used to
monitor traffic in real-time.

2. METHODS

This study uses a quantitative research methodology. The following is a diagram
of the stages of the research as shown in Figure 1.

. Data System

Figure 1. Research Stages

Figure 1 shows the stages of research carried out from planning to the testing
stage. The research uses the YOLO (You Only Look Once) algorithm which is
one of the model variants of the Convolutional Neural Network (CNN) method.
A convolutional neural network (CNN) is an artificial neural network (JST) in
which neurons in its layers are divided into three dimensions [8§].

YOLO is a new approach in object detection systems designed for real-time data
processing. This method uses a single neural network to predict bounding boxes
and class probabilities directly in images/frames in a single process [4]. YOLOv8
(You Only Look Once version 8) is an object detection model popular in the field
of image processing and computer vision. This model is a development of a series
of previous YOLO models. YOLOv8 has the advantage of real-time object
detection with a high level of accuracy [9].

The EasyOCR model was chosen as a tool to read labels on cardboard [10].
According to [11]. To calculate the average percentage of character recognition
accuracy from two-character recognition results in a video. According to [12]
Confusion matrix is a tool that is often used in data mining to measure the level
of accuracy.
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2.1. Planning

This study applies YOLOVS algorithm to detect vehicle plates and EasyOCR in
text recognition on vehicle plates [13]. There are several steps that will be carried
out in this study, including data collection, data analysis, system design, and
detection testing.

2.2. Data Collection
2.2.1. Pretrained Model

There are two YOLOvVS models initialized. The first yolov8n.pt to detect common
objects (in this case, vehicles) and the second license_plate_detector.pt is more
devoted to detecting vehicle license plates. Pretrained models or pre-trained
models, namely yolov8n, which can be obtained freely on the ultralytics website
and license_plate_detector.pt which can be obtained on the recognition-rxgde/
https://universe.roboflow.com/roboflow-universe-projects/license-plate. ~ This
trained model is the basis for researchers to test vehicle recognition models to
achieve the research goals that have been set.

2.2.2. Library Research

Library research is the process of searching for information carried out in libraries
or through online information sources such as academic databases, scientific
journals, and digital libraries [14]. In this study, literature studies were carried out
by summarizing the contents of accredited journals, books in the library, and
theses and previous research.

2.3. Data Analysis

The data analysis process, at this stage, the steps carried out in detecting objects
will be explained which can be seen in Figure 2.

i I ;
» Input Image Data Resize Image n;i%iﬂ?a

h

CNN Process

Bounding Box, - Convolution
Label and Object Detected -Relu
Confidence -Maxpooling

-Fully Connected Layer

Figure 2. Yolo Algorithm Flowchart
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Image data can be input in the form of both photos and videos, with videos being
either real-time or recorded. The YOLO (You Only Look Once) process begins
by resizing the input image data to 416 x 416 pixels. This resized image then
undergoes feature extraction and object classification through a Convolutional
Neural Network (CNN).

The process involves several steps: First, convolution operations are applied to the
image using a 3x3 kernel to extract features. Following each convolution
operation, the ReLU (Rectified Linear Unit) function is used to introduce non-
linearity. Next, max pooling is performed as a downsampling process, which
identifies the maximum value from the pixel values obtained after the ReLU
operation. Finally, the Fully Connected Layer functions similarly to a standard
neural network by generating class scores from the activations, which are then
used for classification.

2.4 System Planning

Implementing the YOLOWVS algorithm for vehicle license plate recognition is one
of the goals of the design of this research system. This license plate detection
system starts by receiving a video of the vehicle and processing it using the
YOLOv8 model to detect the vehicle and its license plate. Once identified, the
license plate is labeled on the appropriate vehicle. The system then identifies the
car. If that's true, thresholding is applied, and the video frame data is converted to
grayscale format. Once the detection results are saved in a CSV file, the video is
re-analyzed by reading the CSV file and selecting the license plate with the highest
score. The system draws a bounding box, labels the license plate, and saves the
result in a video. The labeled video output is generated as the result of the vehicle
license plate detection process.

Vehicle Detectian Labelig vehice plates on
o Video 2 Plate Delectio oxrarelnte vad
m Ingut Videa Ushg r:?:\-fn Vil Plals Delection appropriale vehices

Preprocess Datatrame From
4 Saving Detection - Yes
oo input thatwillbe £ 1o o e information f ermatied Dataframe. Videa By Comering To
detected o & CSY File Grayscale Farmat and
- Theeshoideg
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¥
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Oper tha C3V file of 4
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Figure 3. Flowchart of vehicle Plate Detection system
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2.5 Testing

The test was carried out by taking 10 video data taken with 4k resolution at 30 fps
and 4k at 60 fps using the iPhone 10 XR series mobile phone camera. Next, it will
be tested for vehicle plate object detection using YOLO and text extraction using
EasyOCR. This test analyzes the performance of the system under various daylight
conditions. The results will be compared to the expected accuracy standards to
assess the effectiveness of the system.

3. RESULTS AND DISCUSSION

The data analysis process involves several important stages: resizing the input
image to 416x416 pixels to standardize the data, analyzing the YOLO architecture
that divides the image into a 7x7 grid, and using the Convolutional Neural
Network (CNN) method for feature extraction and object classification. The pre-
trained YOLO model is then implemented and tested to ensure its effectiveness
in detecting vehicle license plate objects. The Detection Process Analysis will
further explain the process of detecting objects that go through various stages so
as to get the final result of a detected object. The following are the stages of
detection using the YOLO Algorithm.

3.1 Resize Image

The first step before processing the image data is to adjust the input data to the
YOLO architecture configuration, namely by resizing the input data. Resize this is
also important to standardize the size of various input data that has a variation in
image size.

N T -
mage
Figure 4 shows the original image with a resolution of 1920 x 1080 pixels. Before

being processed by the network, the image will be ressized to 416 x 416 pixels, as
seen in Figure 5.
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Figure 5. fmage mage 416x416

The input data is in the form of (416, 416, 3) or an image measuring 416 x 416
with 3 channels, after going through the resizing process, will be divided into 7 x
7 squares as shown in Figure 4.3. These squares are called grid cells. Each box is
responsible for predicting whether there is an object in it or not. If there is, the
box is given a value of 1, and if not, it is given a value of 0. A box with a value of
1 will result in a Bounding Box. Each cell consists of 5 bounding boxes with 7
components in each box (bx, by, bw, bh, confidence, pc0, pcl). Table 4.1 will
show an illustration of each grid cell on the output vector.

+ p B

Figure 6. Image. Imaging With 7x7 Grid

Table 1. lllustration of the contents of each grid cell
Bx by Bw brassiere confidence PCO0 PC1

Bbox1
Bbox2
Bbox3
Bbox4
Bbox5

3.2 YOLO Architecture Analysis

YOLO uses a reduction factor of 32 to downsample the input image. Images with
a size of (416,416, 3) or 416 x 416 pixels with 3 channels, will experience a decrease
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in resolution during the convolutional network process resulting in an output with
a resolution of 13 x 13 (416 divided by 32). This output will form a vector with
size (13,13, 35), where 13 x 13 is the final grid, and 35 is derived from the formula
Bx(5+C). Here, B is the number of bounding boxes, which is 5, and C is the
number of classes, which is 2 (cars and plates). The YOLO architecture used in
this study is shown in more detail in Table 2. This architecture shows the summary
during training according to the configuration found in Appendix A.1, with I as
the filter kernel size, P as the padding, and S as the stride.

Table 2. YOLO Architecture

Input Operation F P S

1 (416, 416, 3) Conv with batch norm and leaky  (3,3) 1 1
ReLLlU

2 (416, 410, 106) Max Pooling (2,2) 0 2

3 (208, 208, 16) Conv with batch norm and leaky  (3,3) 1 1
ReLLU

4 (208, 208, 32) Max Pooling 2,2) 0 2

5 (104, 104, 32) Conv with batch norm and leaky  (3,3) 1 1
ReLLU

6 (104, 104, 64) Max Pooling 2,2) 0 2

7 (52, 52, 64) Conv with batch norm and leaky  (3,3) 1 1
RelLU

8 (52, 52, 128) Max Pooling 2,2) 0 2

9 (20, 206, 128) Conv with batch norm and leaky  (3,3) 1 1
ReLU

10 (26, 26, 250) Max Pooling 2,2) 1 1

11 (13, 13, 256) Conv with batch norm and leaky  (3,3) 1 1
RelLU

12 (13,13,512) Max Pooling 2,2) 0 1

13 (13,13, 512) Conv with batch norm and leaky  (3,3) 1 1
RelLU

14 (13,13, 1024) Conv with batch norm and leaky  (3,3) 1 1
ReLU

15 (13,13, 1024) Conv with batch norm and leaky  (3,3) 0 1
ReLU

In the first layer, a convolution operation is carried out with a 3x3 filter kernel,
padding 1, and stride 1 on a 416x416 input. On the third layer onwards, the output
is displayed according to Table 1 above. In the last layer, there is a difference,
where the previous one is through convolution with RelLU activation, while the
last layer uses convolution with linear activation. This last layer is in charge of
predicting class probabilities and bounding boxes.

The class probability is obtained from the value of the confidence box score,
which is a component of the bounding box as shown in Table 2. The confidence
box will only have a value if the bounding box detects the presence of an object
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in it. The final value is related to the IoU (Intersection over Union) of the
bounding box. IoU is the comparison between the size of the bounding box and
the ground truth obtained during the training period for each class, as shown in
equation (3). For manual calculations, we will next try it in Figure 4.3, which has
been resized and divided into a grid of 7 x 7 cells. It is known that the coordinate
points (x, y) in the form of RGB pixels that indicate the existence of vehicle license
plate objects are illustrated as follows:

RGB point (x,y) = (153, 100)
Width (w) = (51)
Height (h) = (50)

A piece of the image showing the coordinate points (153,100) can be seen in Figure
7.

Figure 7. Plate Object

The bounding box search process from Figure 8 which has been divided into a
grid of 7 x 7 sections is carried out. Figure 8 is an illustrative example of the
bounding box search process.

Figure 8. Bounding Box Search Illustration

In Figure 8, the bounding box search process shows that each grid cell is
responsible for searching using a different-sized anchor box. The rule in the
anchor box search is that if the anchor box is outside the boundary, then it doesn't
count.

RGB point (x,y) = (152, 100)

Width (w) = (51)
Height (h) = (51)
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The result of the image cut with the bounding box at the coordinates (152, 100)
can be seen in Figure 9.

Figure 9. Objects Captured by Bounding Box

The calculated bounding box is the yellow box in Figure 9, and is then used for
the IOU calculation, as shown in Figure 10.

Figure 10. IoU Predictions

Since the value obtained is greater than 0.2, the Bounding box data can be used
with coordinate points:

RGB point (x,y) = (152,100)
Width (w) = (51)
Height (h) = (51)

The data Bounding Box obtained will continue to be used until it reaches the Fully
Connected Layer network. In addition, a value of 0.48 will be used as a box
confidence score value according to the equation, where a value of 0.48 is also
called confidence in the bounding box. As mentioned by Joseph Redmon in his
paper, the final value of the prediction (class confidence score) is the result of the
multiplication of the box confidence score with the conditional probability of the
class. The conditional probability values for each class (pcO, pcl) indicate the
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likelihood that the objects in the bounding box belong to the plate class. This value
ranges from O to 1, with 1 indicating that the box contains an object from that
class, and 0 indicating the absence of an object from that class in the box. In the
bounding box example, the conditional probability for the class "plate” is 1, so pc0
= 1. So, the class confidence score will be calculated as follows:

Pr(ClassPlat) = PcO * box confidence score = 1 * 0.48 = 0.48

Figure 11. Final Ilustration Results of Detected Objects

3.3 CNN method process

To apply the CNN method to the YOLOvS algorithm with an 8x8 input image,
we will next discuss a step-by-step manual calculation that includes convolution,
ReLU, and Max Pooling operations. Here is the sequence of the process:

2)

b)

Convolution

Convolution is the initial stage of image extraction performed on the YOLO
network after the process of resize and IOU prediction search. After obtaining
the results from the convolution, the next step in processing on Convolutional
Neural Networks (CNNs) is to apply the ReLU (Rectified Linear Unit)
activation function and then perform max pooling to reduce the dimensions
of the resulting feature map.

Rectified Linear Unit (ReLu)

The ReLU (Rectified Linear Unit) function is an activation function that
replaces all negative values in the matrix with zero values, while the positive
values remain unchanged.

Max Pooling

Max pooling is a technique to reduce the dimensional size of a feature map by
maintaining the maximum value in each small section (generally 2x2) of the
matrix. Max pooling is done by taking the maximum value of each 2x2 sub-
matrix.
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d) Fully Connected Layer
First, it is necessary to flatten the 2D feature map into a 1D vector to be input
into the fully connected layer. This vector will have a length of 36 (because
6x6 = 306 elements).

3.4 Implementation of the Pretrained Model

Object detection using YOLOv8 (You Only Look Once version 8) involves
several stages from data preparation to generating detection output.

3.4.1 System Testing

Tests on video data were carried out in daylight conditions using a mobile phone
camera to measure the performance of the model that had been made. In this
study, 10 video data were used to evaluate the model's performance against
character recognition. The trial was carried out on 10 video data which will later
be used as frames with the number of frames.

Table 2. Specification of Video Frame Output 1

Video Number of Frames

Video 1 430 Frame

BK17A20

Figure 13. Video Outputﬁl Car 3“ -

Character recognition accuracy is obtained on the test_interpolate_1l.csv file as
shown in Figure 14 and the system will automatically read the highest accuracy on
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the test_interpolate_1.csv file and then it will be displayed on the video output 1.
The overall test results for video output data 1 in daytime conditions can be seen
in Table 3.

-ilcar_id | = car_bbox = |hcense_plate_bbo *[boense_plate bbow_score | v | boense_number = | oense_numbser_score -
153 101 245167322052 386206 910 61930005209 4. 2166043550 75 1387, 548475 254, FodlaD O S0AII0TTI16800 L BG5S IR0 TIIS 0
153 86 FIEA.G4001191 T4 TORAS 1T TRR00 2ITAD5 140 AGIEE0UTIATS PEUD. S10000TE 04051 MIT4R2IT6] BRIGSRD S APSTRIGIITE T
154 301 -26.7895473600007) 9177422183 4064 5. 20075 385405046 1382 B500 12 DESET5 27 .6645455350412559 BEITOZO 0.2637458503884634

86 2101 243163637323 709 3245840165800 1358 1IGEE61 185995 1439 5621970478 256

B 7084, (580334681 37 709 FRESTG095121 1382 223TI2ITTLH9 1446 66271 24T 52 2 [

101 22,243 14495253301 520,451 203531948 29, 31 F2TSR1S4TLI0N 137764074 P0T0R12S 1

101 -1 P ESETRISASRASS0R G2 0801 TAIIHT 2 51, BAPOEITEIET1F 1072 ALILE L 01A06TS NI QLA 19T INESEI TR Gl BRI TEIBAAN1461
BE POSG.PATGAICE1I0T 710 272IETTEACERT DAD6 TLOSORL 1S TR 1453 TEATEL 416001 2T

B6 2040.4498827757016 710074575841 20N 1310 1974645543963 1460 S63TTRSTI4054 ]

101 21 357006375073653 G18 5057157951496 REIAZ0ITEI6014 1373 519963261 71ER &0

101 -25,017230212301797 913.77125335067 140 61B0G4EB03711 1374 6364 T4605375 440

6 20321 T1L219TIEE 7 1467 5604 106 7388005 1

20 2R ETIAEA0AEE 20N 00 006TE0005H S 188 PRGIFE 1N TI0G 107E MM 4

86 2004 8543632047708 711, 6020407 2RESE 178 171106831 507 1475 OSARLIRWI0GT 2

801 32, 3376T74TETSECSE 904 30030846141 127 £9033I0E4375 1376 BABTI0LEATS 5110 5074141 682556 BKITAZD D.54TE2E1263407997
86 1997.5566019192597 712.16653 183733 2262 TO1966 1482 053 o o

101 25 8745697506753 508, 218550041804 270,505 3039550081 1377.8393 5545875 540, 0.61 3760417346028 BRITAZD 055T5A22581507039
B 1980, PRABAIGR I TIOR 71260002 1A 5 TH] 2286, 104520108 TS 1B 65T EISL156 1

BE 1962 050080 J461 186 711 1107141012 2 B0 AN TGS 247 10 1496, DEES 14 MERDP0E 24

101 11541 BEA019402222 F10.0421038691 7 08.4TI1TITSI9097 13784359033 ML 57

tent Emterpolated 1|

Figure 14. File Test_Interpolated_1.csv

Table 3. Output video Test Result 1

Video1l  Original plates  Plate detected  Character Recognition

Car 1 BK1645UE BK16AS] 70%
Car 2 BK17020Y BK17A20 55%

Car 3 BK1562AAR EX1582A 31%

Furthermore, for the 2nd video, it will be used as frames with the number of
frames per video. For output video 2, you can see in table 4 An example of the
test results on output video 2 can be seen in Figure 15.

Table 4. Video Frame Output 2 Specifications
Video Number of Frames
Video 2 278 Frame
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Figure 15. Video Output 2 Car 1

Character recognition accuracy is obtained in the test_interpolate_2.csv file as
shown in Figure 16 and the system will automatically read the highest accuracy in
the test_interpolate_2.csv file and then it will be displayed in the video output 2.
The overall test results for video output 2 data in daylight conditions can be seen
in Table 5.
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Figure 16. File Test_Interpolated_2.csv

Table 5. Output video Test Results 2

Video 2  Original plates  Plate detected  Character Recognition

Car1 BK1869SA BK18G9S 86%

Furthermore, for the 3rd video, it will be used as frames with the number of frames
per video. For output video 3 can be seen in table 6, examples of test results on
output video 3 can be seen in Figure 17.
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Table 6. Specification of Video Frame Output 3
Video Number of Frames

Video 3 Frame

' ﬁlguré 17. Video Outpﬁt 3 Car 1

The accuracy of character recognition is obtained on the test_interpolate_3.csv
file as shown in Figure 18 and the system will automatically read the highest
accuracy on the test_interpolate_3.csv file and then it will be displayed on the
video output 3. The overall test results for video output 3 data in daylight
conditions can be seen in Table 7.
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Figure 18. File Test_Interpolated_3.csv

Table 7. Output video Test Results 3

Video 2  Original plates  Plate detected = Character Recognition
Car 1 BK1150VKY GI150VK 45%
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This step is done until the output video is tested 10 or 10 times to detect objects so
that it can be calculated with equations 5 and 6 to find the average percentage of
character recognition accuracy for 1 video. The results can be seen in table 8 as below:

Table 8. Character Extraction Results Detected

Video data Average percentage of detected characters
Video 1 52%
Video 2 85,33%
Video 3 45%
Video 4 64%
Video 5 71.75%
Video 6 82.6%
Video 7 89%
Video 8 60%
Video 9 98%
Video 10 99%
Average 746.68%

Based on Table 8, it can be seen that the minimum percentage of detection of each
category is 90%, it can be seen that the average result of the percentage of detected
text conformity is 74.66%. Before we get into the discussion of object calculation,
it is important to understand some of the evaluation metrics that are often used in
object detection, such as Accuracy, Precision, and Recall. 100% Precision means
0 False Positives (no wrong predictions), and 100% Recall means 0 False Negatives
(all basic truth boxes are correctly predicted). Here are the general steps to
calculate the above metrics from the results of the car license plate detection video.
1. True Positives (TP): The correct number of detections (the license plate
is detected correctly and is in the proper bounding box).
2. False Positives (FP): Number of false detections (the model detects
something that is not a car plate as a car plate).
3. False Negatives (FN): The number of car plates that are not detected by
the model.
4. True Negatives (TN): The number of cases in which the model correctly
did not detect an object that did not exist (for example, an area without a
car plate).

From the confusion matrix value obtained from the classification process which
can be used to determine the value of precision, recall, and fl-score as well as to
find out the level of accuracy that the system has been built. The results of 100%
precision, 100% recall, 100% F-1 Score and 100% accuracy in object recognition
were obtained, however, the accuracy of text character recognition only reached
74.66%. This is likely due to factors such as lighting conditions, camera viewing
angles, and object movement. Compared to other methods that use the YOLOv5

1592 | Enbancing Automated V'ehicle License Plate Recognition with YOLOWS .....



Journal of Information Systems and Informatics
Vol. 6, No. 3, September 2024

p-ISSN: 2656-5935 http://journal-isi.org/index.php/isi ¢-ISSN: 2656-4882

model and Tesseract OCR, this model is faster and more accurate in detecting
vehicle license plates, although character recognition still needs further
improvement. The implementation of this system is relevant for law enforcement,
traffic monitoring, and toll automatic systems.

Table 9. Evaluation of Plate Objects

Detected Confidence ~Matches .., A;l;\t]nul;tIi’ve EN
0.76 ™ 1 0 0 o0
0.73 P 2 0 0 0
0.72 P 30 0 o0
0.72 P 4 0 0 o0
0.71 P 5 0 0 0
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Detected Confidence Matches P A,;l;]nm;t;’ve EN
0.69 ™ s 0 o0 o
0.69 TP 70 0 o0

3.5 Discussion

The data analysis for vehicle license plate detection using the YOLO algorithm
involved several key stages, each contributing to the system's overall performance
in detecting and recognizing license plates from video footage. The process begins
with resizing the input image to 416x416 pixels to standardize the input data for
the YOLO architecture, which divides the image into a 7x7 grid for object
detection. The Convolutional Neural Network (CNN) method is then employed
for feature extraction and object classification. This architecture enables the pre-
trained YOLO model to detect objects, such as vehicle license plates, effectively.

The first stage in the detection process involves resizing the input image to
416x410 pixels, ensuring that all input data conforms to a consistent size, which is
critical for maintaining the accuracy of the YOLO model. The resized image is
divided into a 7x7 grid of cells, where each cell is responsible for predicting the
presence or absence of an object. If an object is detected, a bounding box is
generated, and various parameters, such as location (bx, by), dimensions (bw, bh),
confidence scores, and class probabilities, are calculated. This method allows the
model to accurately localize objects within an image and classify them accordingly.

The YOLO architecture further refines the detection process by downsampling
the input image using a reduction factor of 32. This results in an output resolution
of 13x13, forming a final grid of 13x13 cells. Each cell predicts five bounding
boxes with associated class probabilities, allowing for the detection of multiple
objects, such as cars and license plates, within the same image. The final layer of
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the YOLO model, which uses linear activation, predicts the class probabilities and
bounding boxes, ensuring a comprehensive and accurate detection process. The
predicted values are then compared to ground truth data using Intersection over
Union (IoU) to assess the bounding box's accuracy in relation to the actual object
location.

The implementation of the CNN method in the YOLOvS algorithm involves
several key steps, including convolution, the application of the Rectified Linear
Unit (ReLU) activation function, and max pooling. These steps are essential for
extracting relevant features from the input image and reducing the dimensionality
of the data, thereby enhancing the detection accuracy. The final step involves
flattening the 2D feature map into a 1D vector, which is then fed into the fully
connected layer to perform the final classification and generate the detection
output.

System testing on video data demonstrated that the YOLOv8 model could
effectively detect vehicle license plates under daylight conditions with varying
degrees of accuracy. Across multiple test videos, the model achieved an average
character recognition accuracy of 74.66%. This accuracy, while lower than the
object detection performance, indicates room for improvement in character
recognition. Factors such as lighting conditions, camera angles, and object motion
significantly affected character recognition accuracy. Despite these challenges, the
YOLOv8 model showed a competitive advantage in speed and detection accuracy
compared to other methods, such as those using the YOLOv5 model and
Tesseract OCR.

The performance metrics for object detection, including precision, recall, F1-
score, and accuracy, all achieved 100%, indicating that the model successfully
detected all vehicle license plates without any false positives or false negatives.
However, the character recognition component achieved only a 74.66% accuracy
rate, primarily due to external factors affecting image quality. These results suggest
that while the YOLOv8 model is highly effective in detecting vehicle license plates,
further optimization is needed to improve character recognition accuracy. The
high detection performance of the model demonstrates its suitability for
applications in law enforcement, traffic monitoring, and toll automation systems.

The YOLOv8 model demonstrates a robust capacity for detecting vehicle license
plates in video footage, with high precision and recall rates. However, the character
recognition accuracy needs improvement to meet the high standards required for
practical applications. Future work should focus on enhancing character
recognition accuracy by addressing factors such as image quality, lighting
conditions, and model training techniques. The implementation of this system
shows promise for real-world applications, providing a valuable tool for law
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enforcement, traffic monitoring, and other related fields. Further research could
explore the integration of more advanced OCR techniques or hybrid models that
combine YOLO with other character recognition technologies to achieve even
greater accuracy.

4. CONCLUSION

Based on the results of the license plate detection accuracy research obtained from
10 videos taken by the author in analyzing the performance of the system, there
are 24 vehicle plate objects detected by the vehicle license plate recognition system
using the YOLOVS pretrained model, showing excellent results with object
detection accuracy using Precision, Recall, and F1-score reaching 100%, indicating
that this system is very effective in recognizing and detecting vehicle license plates
automatic. Character recognition from 10 videos taken by the author in analyzing
the performance of the system, there are 24 vehicle plate objects with an average
percentage of text conformity using the Easy OCR method detected from vehicle
license plates reaching 74.66%. This shows that the developed system is capable
of recognizing characters with a low error rate and this system is recommended to
be applied in urban traffic surveillance. More research is needed to improve the
accuracy of character recognition, especially in more diverse environmental
conditions such as low lighting and extreme weather.
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