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Abstract 

The purpose of this study is to determine the prediction of rice farming yields in Padangsidimpuan City through SVM (Support 

Vector Machine) Algorithms. This type of research used quantitative methods of SVM (Support Vector Machine) with a Data-

Driven development (DDD) method. This approach utilized patterns and trends in data to build accurate prediction models where 

the DDD method can be used when researchers have access to relevant and meaningful data to guide the development of software 

or prediction models.The SVM algorithm has proven to be effective in predicting rice yield trends, both in determining the 

direction of change (up or down) and in estimating the value of the next harvest. The implemented SVM model is able to identify 

patterns of change in historical data and provide relevant predictions for agricultural yields. Historical data covering a fairly long 

period of time provides sufficient information for models to identify trends and patterns. This model can provide better predictions 

with more complete and high-quality data.  
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1. Introduction
* 

Rice is a crucial staple crop, playing a pivotal role in satisfying global food demands. This plant does not only 

supplies vital carbohydrates, but also forms the economic foundation for many nations, including Padangsidimpuan 

City. Utilizing the Support Vector Machine (SVM) algorithm to forecast rice yields can significantly enhance food 

security and agricultural productivity in the region (Budi et al., 2021). Prediction is a method or process for 

estimating sequentially and systematically about something that might happen in the future based on the available 

past and present information, so that the level of errors can be reduced or minimized (Huang et al., 2018; Karatzoglou 

et al., 2006; Nalepa & Kawulok, 2019). Predictions do not have to provide a definite answer about events that will 

occur in the future, but rather try to find accurate answers that might happen later (Kurniawan et al., 2023).  

In this research, predictions of rice farming yields will be carried out obtained from the data obtained from the 

Padangsidimpuan City Agriculture Service. The data used the area of rice farming land and the number of harvests 

each year. The results obtained from creating this system are a prediction model that can predict the yield of rice 

farming in Padangsidimpuan City. From this prediction model, a picture of the predicted crop yields in 

Padangsidimpuan City in the coming year can be seen, so that these results can be known effectively, and can be used 

as a reference for controlling the price of rice agricultural crops in Padangsidimpuan City. With high accuracy, SVM 

(Support Vector Machine) has been used in many cases (Chen et al., 2022; Huang et al., 2018; Rodríguez-Pérez & 

Bajorath, 2022). Suhardjono's research, utilized Pso-based SVM to predict student graduation times, resulted in an 

accuracy of 85,81%. Additionally, initial studies show the best accuracy of 80,55% on average. Therefore, the 

algorithm is considered successful if it produces an accuracy value of 70% to 100%. In this research, the SVM 

(Support Vector Machine) algorithm is used to predict rice harvest yields (Al-Mejibli et al., 2020; Nugroho et al., 

2022; Pepper et al., 2022; Wagle & Harikrishnan, 2021). The aim of this research is to find out how to apply the SVM 

(Support Vector Machine) algorithm in predicting rice farming yields in Padangsidimpuan city and to find out how 
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the predictions produced from application of the SVM (Support Vector Machine) algorithm (Kurniawan et al., 2023). 

Based on this literature, this research aims to determine the prediction of rice agricultural harvest results in the city of 

Padangsidimpuan using the SVM (Support Vector Machine) algorithm. 

2. Research methods  

This type of research used quantitative methods of SVM (Support Vector Machine) with a Data-Driven development 

(DDD) method (Kusumastuti, Adhi, 2020; Sugiyono, 2022; Unaradjan, 2019). This approach utilized patterns and 

trends in data to build accurate prediction models where the DDD method can be used when researchers have access 

to relevant and meaningful data to guide the development of software or prediction models. An explanation of each 

stage of the process in the Data-Driven Development (DDD) can be seen as follows: 

a. Data Collection 

The initial stage of DDD is collecting data that is relevant to the problem the researcher wants to solve or the goals 

the researcher wants to achieve. These data come from the Padangsidimpuan City Agriculture Service. 

b. Data Processing 

After the data were collected, the next step was to process the data, including the data cleaning, normalization, and 

data integration. 

c. Data Analysis 

The data analysis stage involved statistical modeling, building algorithms, or using machine learning techniques to 

gain a deep understanding of patterns, trends, or relationships in the data (Azizi et al., 2024; Deng et al., 2018; Shu & 

Ye, 2023). This analysis might include predictive modeling to make future predictions, descriptive modeling to 

understand the structure of the data, or inferential modeling to make conclusions about a population based on a 

sample of data. 

d. Model or Application Development 

Based on data analysis, then predictive models, applications, or other data-driven systems could be developed to solve 

problems or achieve set goals. 

e. Testing and Evaluation 

After the model or application development is complete, the next step is to carry out testing to ensure the quality and 

reliability of the solution as desired. 

f. Implementation 

After passing testing, the developed solution could be implemented as intended. 

 

2.1. Data Collection 

The data collection techniques used in this research are as follows: 

a. Library Research is by looking for references from library books and also journals from the internet as a source 

for a theoretical basis with the aim of understanding and looking for references that can be used as a theoretical 

basis for completing this research. 

b. Data collection from the Padangsidimpuan City Agriculture Service, this study used a dataset obtained from the 

Padangsidimpuan City Department year 2010 - 2023. These data have several attributes that could be processed 

with the Support Vector Machine (SVM) algorithm, including sub-district, land area, and harvest yield/tons. 

Table 1. Database Attributes and Measurement Scales 

No Attribute Measurement Scale 

1 Sub-district Southeast Padangsidimpuan 

South Padangsidimpuan 

Padangsidimpuan Batunadua 

North Padangsidimpuan 
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No Attribute Measurement Scale 

Padangsidimpuan Hutaimbaru 

Padangsidimpuan Angkola Julu 

2 Land area Hectare 

3 Yields Tons 

The dataset obtained from the Padangsidimpuan City Agriculture Service can be seen in the Table 2. 

Table 2. Padangsidimpuan City Agriculture Service Dataset 

Year Subdistrict Harvested Area (Ha) Rice Farming Yield (Tons) 

2010 

Southeast Padangsidimpuan 1987 10868.00 

South Padangsidimpuan 482 2631.00 

Padangsidimpuan Batunadua 2982 16431.00 

 

North Padangsidimpuan 943 5139.00 

Padangsidimpuan Hutaimbaru 2209 12194.00 

Padangsidimpuan Angkola Julu 2674 14760.00 

2011 

Southeast Padangsidimpuan 1985 10867.88 

South Padangsidimpuan 465 2538.90 

Padangsidimpuan Batunadua 2785 15428.90 

North Padangsidimpuan 935 5114.45 

Padangsidimpuan Hutaimbaru 2100 11676.00 

Padangsidimpuan Angkola Julu 2528 14030.40 

2012 

Southeast Padangsidimpuan 3393 19000.80 

South Padangsidimpuan 602 3371.20 

Padangsidimpuan Batunadua 2671 14690.50 

North Padangsidimpuan 781 4373.60 

Padangsidimpuan Hutaimbaru 2031 11373.60 

Padangsidimpuan Angkola Julu 3400 19040.00 

2013 

Southeast Padangsidimpuan 2071 11597.60 

South Padangsidimpuan 444 2486.00 

Padangsidimpuan Batunadua 2704 15142.40 

North Padangsidimpuan 850 4760.00 

Padangsidimpuan Hutaimbaru 2013 11272.80 

Padangsidimpuan Angkola Julu 3925 21980.00 

2014 

Southeast Padangsidimpuan 1540 8624.00 

South Padangsidimpuan 289 1618.40 

Padangsidimpuan Batunadua 2961 16581.00 

North Padangsidimpuan 762 4267.20 

Padangsidimpuan Hutaimbaru 2185 12236.00 

Padangsidimpuan Angkola Julu 1883 10544.80 

2015 
Southeast Padangsidimpuan 2005 11228.00 

South Padangsidimpuan 220 1232.00 

 

Padangsidimpuan Batunadua 2861 16021.60 

North Padangsidimpuan 883 4944.60 

Padangsidimpuan Hutaimbaru 2260 12656.00 

Padangsidimpuan Angkola Julu 2263 12672.80 

2016 

Southeast Padangsidimpuan 2024 11739.20 

South Padangsidimpuan 572 3317.60 

Padangsidimpuan Batunadua 2779 16118.20 

North Padangsidimpuan 1150 6672.90 

Padangsidimpuan Hutaimbaru 2995 17371.00 

Padangsidimpuan Angkola Julu 2112 12249.60 

2017 

Southeast Padangsidimpuan 2149.00 12922.00 

South Padangsidimpuan 396.00 2306.00 

Padangsidimpuan Batunadua 1775.00 10687.00 

North Padangsidimpuan 946.50 5614.00 



Siregar et.al |  JINAV: Journal of Information and Visualization, 2024, 5(1): 146–156 

149 

 

Year Subdistrict Harvested Area (Ha) Rice Farming Yield (Tons) 

Padangsidimpuan Hutaimbaru 2264.00 13474.00 

Padangsidimpuan Angkola Julu 1561.50 9110.00 

2018 

Southeast Padangsidimpuan 2362.00 14098.00 

South Padangsidimpuan 559.00 3332.00 

Padangsidimpuan Batunadua 2267.00 13250.00 

North Padangsidimpuan 1114.00 6610.00 

Padangsidimpuan Hutaimbaru 2916.00 17825.00 

Padangsidimpuan Angkola Julu 1737.00 10305.00 

2019 

Southeast Padangsidimpuan 2531.00 15361.00 

South Padangsidimpuan 537.00 3212.00 

Padangsidimpuan Batunadua 2018.00 11896.00 

North Padangsidimpuan 1037.00 6154.00 

Padangsidimpuan Hutaimbaru 2610.00 15955.00 

Padangsidimpuan Angkola Julu 2288.00 13689.00 

2020 Southeast Padangsidimpuan 2327.00 15428.00 

 

South Padangsidimpuan 535.00 3323.00 

Padangsidimpuan Batunadua 2197.00 14098.00 

North Padangsidimpuan 1127.00 7353.00 

Padangsidimpuan Hutaimbaru 2760.00 17675.00 

Padangsidimpuan Angkola Julu 1848.00 11502.00 

2021 

Southeast Padangsidimpuan 2427.00 16297.00 

South Padangsidimpuan 476.00 3099.99 

Padangsidimpuan Batunadua 1841.00 12187.00 

North Padangsidimpuan 1075.00 7122.00 

Padangsidimpuan Hutaimbaru 2820.00 18126.00 

Padangsidimpuan Angkola Julu 1914.00 12470.00 

2022 

Southeast Padangsidimpuan 2443.00 16642.00 

South Padangsidimpuan 400.00 2614.00 

Padangsidimpuan Batunadua 2130.00 14186.00 

North Padangsidimpuan 768.00 5161.00 

Padangsidimpuan Hutaimbaru 2559.00 17171.00 

Padangsidimpuan Angkola Julu 2278.00 14853.00 

2023 

Southeast Padangsidimpuan 2443.00 16642.00 

South Padangsidimpuan 400.00 2614.00 

Padangsidimpuan Batunadua 2130.00 14186.00 

North Padangsidimpuan 768.00 5161.00 

Padangsidimpuan Hutaimbaru 2559.00 17171.00 

Padangsidimpuan Angkola Julu 2278.00 14853.00 

(Source: Padangsidimpuan City Agriculture Service) 

2.2. Data Pre-processing 

Data pre-processing is a series of important processes in the data analysis cycle that involves transforming, 

processing, and structuring data to ensure its accuracy and prepare it for effective use in further analysis. The initial 

step in data processing involves identifying and addressing problems with the data, such as missing, duplicate, or 

invalid values. Next, data transformation was carried out, which includes format conversion, normalization, or 

simplification of variables to suit analysis needs. 

Integration of data from various sources is also an important aspect in data processing, enabling the preparation of 

more complete and comprehensive datasets. During this process, data from multiple sources is combined and 

harmonized to create a more holistic picture. After that, the data is structured by designing an organized structure, 

such as grouping, sorting, or indexing to make searching and analysis easier. This research took data on rice 

agricultural harvests for 2010-2023 which contained the name of the sub-district, land area, and annual harvest. The 

data obtained were preprocessed, which consists of cleaning, transformation, and data normalization. The data were 

then classified using the SVM algorithm and evaluated with RMSE. These were divided into training data and testing 

data. The system testing process was carried out using agricultural production data for the 2010 - 2023 period. The 
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statistical data consists of 84 (eighty four) data and contains 3 (three) variables, namely the name of the sub-district, 

land area, and annual harvest. Data preprocessing is divided into several steps, namely data cleaning, data 

transformation, and data normalization. Then, it was calculated using the SVM (Support Vector Machine) algorithm 

and then the RMSE (Root Mean Square Error) is evaluated (Anggoro, 2020; Piccialli & Sciandrone, 2022; Syahputra 

& Wibowo, 2023; Zulfa & Winarko, 2017). 

The implementation of this system aims to predict the yield of rice farming in the city of Padangsidimpuan, based on 

the sub-district, land area, and harvest yields each year. The location of this research is the Padangsidimpuan City 

Agriculture Service. 

3. Results and Discussion 

The data used in this research were obtained from the Padangsidimpuan City Agriculture Service and various other 

related sources, which provide important information regarding rice farming. The process of predicting rice 

production in Padangsidimpuan City were not carried out directly but rather per sub-district. Therefore, the data 

model would be changed to something such the one on Table 3. 

Table 3. Data Transformation 

Subdistrict 
Year  

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 

Southeast 

Padangsidimpuan 
10868 10867 19000 11597 8624 11228 11739 12922 14098 15361 15428 16297 16642 16642 

South 

Padangsidimpuan 
2631 2538 3371 2486 1618 1232 3317 2306 3332 3212 3323 3099 2614 2614 

Padangsidimpuan 

Batunadua 
16431 15428 14690 15142 16581 16021 16118 10687 13250 11896 14098 12187 14186 14186 

North 

Padangsidimpuan 
5139 5114 4373 4760 4267 4944 6672 5614 6610 6154 7353 7122 5161 5161 

Padangsidimpuan 

Hutaimbaru 
12194 11676 11373 11272 12236 12656 17371 13474 17825 15955 17676 18126 17171 17171 

Padangsidimpuan 

Angkola Julu 
14760 14030 19040 21980 10544 12672 12249 9110 10305 13689 11502 12470 14853 14853 

3.1. Data normalization and labeling 

The data normalization process is required before the prediction process performed. The normalization technique 

used the z-score normalization technique, for example, production data in Padangsidimpuan Tenggara subdistrict. 

Features and labels: 

 Features (Xi) 

 Label (Yi) => Y i = 1 if Xi + 1 > Xi (Increase) and Yi = -1 if Xi + 1 < X i (Decrease) 

Table 4. Data Labeling 

No Xi Xi + 1 Yi 

1 10868 10867 -1 

2 10867 19000 1 

3 19000 11597 -1 

4 11597 8624 -1 

5 8624 11228 1 

6 11228 11739 1 

7 11739 12922 1 

8 12922 14098 1 

9 14098 15361 1 

10 15361 15428 1 

11 15428 16297 1 

12 16297 16642 1 

13 16642 16642 -1 
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After transformation, the next step was data normalization process. This research used the z-score data normalization 

technique. The following are the normalization results of sample data from Table 5. 

Table 5. Data Normalization 

No Xi Xi + 1 

1 -0.90245 -0.9028 

2 -0.9028 1.955051 

3 1.955051 -0.64629 

4 -0.64629 -1.69097 

5 -1.69097 -0.77595 

6 -0.77595 -0.59639 

7 -0.59639 -0.1807 

8 -0.1807 0.232539 

9 0.232539 0.676344 

10 0.676344 0.699887 

11 0.699887 1.005245 

12 1.005245 1.126474 

13 1.126474 1.126474 

 

𝑥𝑛𝑜𝑟𝑚 =  
𝑥 −  µ

𝛿
  

Information: 

 𝑥𝑛𝑜𝑟𝑚   = normalized data 

x   = initial-data 

 µ  = column mean 

 𝛿  = standard-deviation 

First, find the average value of the first column: 

 µ =  
10868+10867+1900+..+16297+16642

13
= 13436  

After the average value from the first column is obtained, calculate the standard-deviation value from the first 

column. 

𝛿 =  √
(10868−13436 )2+(10867−13436 )2+..+ (16297−13436 )^2+(16642−13436 )^2

13
   

 𝛿 =  2845 

Calculate the normalized value of the first data. 

 𝑥𝑛𝑜𝑟𝑚 =  
10868− 13436  

2845
=  −0.902 

3.2. Implementation of the SVM Algorithm 

The next step was to find the values of w and b that maximized margin. In this case, it focused on selected data, which 

became support vectors. For small datasets, the illustration used a few selected values as support vectors. Support 

vectors are the right data points on the margin or very close to the margin. In the actual process of implementing the 

SVM algorithm, it used normalized data. However, for simplicity of manual calculations, raw data were employed, 

selecting support vectors from the dataset. 

Phase 1: Training Process 

X 1 = 10867 with label Y1 = -1 

X 2 = 19000 with label Y2 = 1 

For support vectors the following equation is used. 

𝑦1(𝑤 ∗ 𝑥1 + 𝑏) = −1  𝑑𝑎𝑛  𝑦2(𝑤 ∗ 𝑥2 + 𝑏) = 1 

So, the equation for each label is obtained as follows. 
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 𝑙𝑎𝑏𝑒𝑙 − 1 =>  −𝑤 ∗ 10867 + 𝑏 = −1 
 

 𝑙𝑎𝑏𝑒𝑙 1     =>  𝑤 ∗ 19000 + 𝑏 = 1 

Complete the system of equations to find the values of w and b by substituting the equation label -1 for the equation 

label 1. 

Equation 1: 

  −𝑤 ∗ 10867 + 𝑏 = −1    
  𝑏 = 𝑤. 10867 − 1 

Substitute equation 1 for equation 2. 

 𝑤 ∗ 19000 + 𝑤. 10867 − 1 = 1 

 𝑤(19000 + 10867) = 2 

 𝑤(29867) = 2 

 𝑤 =
2

29867
= 0.000067 

After the value of w was obtained at 0.000067, then the value of b was searched by substituting the value of w into b. 

 𝑏 = 𝑤. 10867 − 1 

 𝑏 = 0.000067 ∗ 10867 − 1 

 𝑏 = 0.73 − 1 

 𝑏 = −0.27 

Phase 2: Testing Process 

After the w and b values were obtained, the next step was to carry out the testing process, namely the prediction 

process with a hyperplane using the w and b values that have been obtained from the previous training process. 

For example: 

Last data value = 16642 

 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑛(𝑤 ∗ 16642 + 𝑏) 

 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑛(0.000067 ∗ 16642 + (−0.27) 

 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑛(1.114954 − 0.27) 

 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑛(0.844954) = 1 

Because the prediction result is 1, the next data value increased. For increasing/decreasing numerical values, the 

average change method was used. The average change method is a simple technique for predicting the next value in a 

time series by calculating the average change in values from historical data. 

a. Calculate the average change in Δ for class 1 (increase) 

 𝛥𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 =  
(19000−10867)+(11228−8624)+ ..  +(16297−15428)+(16642−16297)

9
  

 

 𝛥𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 =  
(8133+2604+511+1183+..+1176+1263+67+869+345)

9
 

 

 𝛥𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 =  
17151

9
= 1905.67 

b. Calculate the predicted value of the next production using the average value of change. 

Last data: 16642 

 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒 = 𝐿𝑎𝑠𝑡 𝐷𝑎𝑡𝑎 +  𝛥𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒   
 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒 = 16642 +  1905 

 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒 = 18547 

Based on historical data on rice production in Padangsidimpuan Tenggara district from 2010 to 2023, the predicted 

results for production for 2024 are around 18,547 tons. In the prediction results by the system, the values obtained are 

slightly different from the results of manual calculations because the computational level of the manual calculations 

carried out was not as high as the system computing level. 
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Using the same calculations as before, a prediction process was carried out for other sub-districts in Padangsidimpuan 

City so that predicted results for rice crop production for 2024 were obtained. 

Table 6. Production Prediction Results for 2024 

No Subdistrict Class Amount Rice Production (Tons) 

1 Southeast Padangsidimpuan Increase 18436 

2 South Padangsidimpuan Decrease 2161 

3 Padangsidimpuan Batunadua Decrease 12615 

4 North Padangsidimpuan Increase 6158 

5 Padangsidimpuan Hutaimbaru Decrease 16079 

6 Padangsidimpuan Angkola Julu Increase 17425 

Total Production 72874 

From the SVM model implementation to the available dataset, the prediction results show that the model is able to 

identify patterns of change in rice yields and provide useful predictions regarding trends in increasing or decreasing 

production. For each dataset analyzed, the model produces the predictions that match historical patterns, as well as 

providing estimates of the next harvest value based on trend classification. 

In order to evaluate the model that has been created, the error value was also calculated. The error value calculation 

technique used RMSE, where with the help of python, the RMSE obtained from the entire prediction process is 

20.05%. Through this RMSE value, it can be concluded that the predictions made have an accuracy level of 79.95%. 

3.3. Implementation 

Prediction modeling was built in the Python programming language with Jupyter Notebook as a text-editor. The 

following is an implementation of the Python language in the modeling that has been created. 

a. Import and Initialization Libraries 

In predictive modeling, several libraries were used to help the process. The following is the code to import and 

initialize the library that will be used. 

 

Figure 1. Import and initialization libraries 

b. Input Dataset 

The rice production dataset is entered into code in json form. The following is a display of the code for inputting the 

dataset. 

 

Figure 2. Input dataset 
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c. Labeling Data 

Each data were given a label, where if the previous production amount was less than the next production amount, it 

will be labeled -1, which means decreasing. Meanwhile, if the previous production amount is greater than the next 

production amount, it will be labeled 1, which means increasing. 

 

Figure 3. Labeling Data 

d. Normalization Data 

Before processing using an algorithm Support Vector Machine (SVM), data were first normalized. The normalization 

process was carried out using the z-score technique. Here is the implementation in python. 

 

Figure 4. Normalization Process  

e. Support Vector Machine (SVM) process 

The SVM process included the model formation process and the prediction process. The following is its 

implementation in the Python language. 

 

Figure 5. SVM Process 

f. RMSE Evaluation 

After carrying out the prediction process, error calculations were conducted using the RMSE technique. Therefore, 

the error value in the process that has been carried out could be known. 
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Figure 6. RMSE calculation 

The following is a detailed visualization of the RMSE values from each dataset from each sub-district. 

 

Figure 7. Details of RMSE values per sub-district 

4. Conclusions and Recommendations 

The SVM algorithm has proven to be effective in predicting rice yield trends, both in determining the direction of 

change (up or down) and in estimating the value of the next harvest. The implemented SVM model is able to identify 

patterns of change in historical data and provide relevant predictions for agricultural yields. Historical data covering a 

fairly long period of time provides sufficient information for models to identify trends and patterns. This model can 

provide better predictions with more complete and high-quality data. The evaluation used in the prediction process is 

the RMSE technique, where by using this technique the error value of the prediction process is 20,05% so that the 

accuracy of the prediction is 79,95%. 
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